THE LERCH TRANSCENDENT FROM THE POINT OF
VIEW OF FOURIER ANALYSIS

LUIS M. NAVAS, FRANCISCO J. RUIZ, AND JUAN L. VARONA

ABSTRACT. We obtain some well-known expansions for the Lerch tran-
scendent and the Hurwitz zeta function using elementary Fourier ana-
lytic methods. These Fourier series can be used to analytically continue
the functions and prove the classical functional equations, which arise
from the relations satisfied by the Fourier conjugate and flat Fourier se-
ries. In particular, the functional equation for the Riemann zeta function
can be obtained in this way without contour integrals. The conjugate
series for special values of the parameters yields analogous results for
the Bernoulli and Apostol-Bernoulli polynomials. Finally, we give some
consequences derived from the Fourier series.

1. INTRODUCTION

Recall that the Lerch transcendent function is defined via the series

D(\,s,2) = —_—
kZ:O (k+2)®

for complex parameters A, s and z. The closely related Lerch zeta function,
where the first parameter a is exponential, is
627rika
L(a,s,z) = Z L (1.1)
k=0
(logarithms and powers are always taken to be principal). These functions,
introduced by M. Lerch in [7], are of great interest because their analytic
continuations include as special cases important transcendental functions
such as the polylogarithm family, the Hurwitz zeta function and of course
the Riemann zeta function.
When dealing with the Lerch functions, for example in analytic number
theory, one often encounters the Fourier series
€2m‘nx

o (1.2)

F(a,s,x) = Z

neZ

where Z denotes the set of integers. The relationships between (1.1) and
Fourier series like (1.2) are well known and usually proved via complex
analytic methods involving contour integrals. In previous papers (see [11,
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12]), we have derived some properties of the Lerch function based on Fourier
series by direct calculation of the Fourier coefficients. Observe, for instance,
the simplicity of the following reasoning. Let Ima < 0 and Re s < 0; then,
for each k € Z we have

—27rza (z+n)

727rzaac —2mikx —2mikx
L dx d
/0 (—a,s,x)e Z/ @rny ———e x
= / e~ 2milkta)ty=s gy — T(1 — 5)(2mi(k 4 a))* "
0

(the exchange of series and integrals is easily justifiable under the given
restrictions on the parameters). Consequently, by Dirichlet’s theorem,

627rmx

—a,s,x) = e2riaT —s . )
Li=a.s2) PA=9)2, Gt s ais (13)

The series on the right-hand side is not exactly a series of the type (1.2)
since, in general, the parameter s is complex and the term (27i)!~* is not a
common factor. In fact, we will see that the series in (1.3) is related to the
conjugate series of the Fourier series (1.2). The Lerch zeta function (1.1)
will be a flat series, namely, the projection on the positive coefficients of a
Fourier series of the type (1.2).

In this paper, we address in a systematic way the study of these conjugate
and flat functions. For example, (¢) in Theorem 7 establishes a new func-
tional relation, between the Lerch zeta function and the conjugate of the
function defined by the series F(a,s,z) = >, c;(n+ a)"*e*™"* whose flat
function is the periodic Hurwitz zeta function. Analogously, Theorem 11
relates the Hurwitz zeta function to its flat and conjugate functions.

We show that it is possible to obtain the functional equation of the Lerch
transcendent (Theorem 10) with these real-analytic tools. For a = 0, corre-
sponding to the Hurwitz zeta function, the calculation of the Fourier series
by real techniques is somewhat less straightforward, but also possible. The
study of conjugate series in this case allows us to prove the functional equa-
tion for the Riemann zeta function (Corollary 12) with real methods. One
advantage of this approach is that it reveals that many well-known clas-
sical results have conjugate counterparts. Another proof of the functional
equation for the Riemann zeta function via a different real method has been
presented in [5, Section 6.2].

Some problems arise for certain values of the parameters corresponding
to the Apostol-Bernoulli and Bernoulli polynomials. We introduce the con-
jugate series of the Apostol-Bernoulli polynomials, along the lines initiated
in [6] for Bernoulli polynomials, obtaining new results about their Fourier
series (5.4), generating function, and various new analogous relations, such
as a Mobius inversion formula for the conjugate Bernoulli polynomials (The-
orem 17).

Although conjugate and flat Fourier series have been widely studied be-
cause of their connection with the convergence of Fourier series, we have
not found them in the literature in connection with the Lerch zeta function,
although [6] deals with the Riemann zeta function in a related fashion.
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Let us also note that Fourier series provide a simple yet far-reaching
method for verifying that two apparently different expressions actually rep-
resent the same function, by checking that they give rise to the same Fourier
coefficients; in principle, this reduces the problem to be able to compute
some integrals. This method has been used advantageously in [9] to estab-
lish new identities involving Bernoulli polynomials.

The content of this paper is as follows. In Section 2, we obtain the Fourier
series of the Lerch zeta function, which allows its analytic continuation. In
Section 3, we gather all the necessary facts regarding the conjugate and flat
series of Fourier series, especially those of the type (1.2). The results are
applied in Section 4 to deduce the functional equations. Finally, in Section 5,
we study the conjugate functions of the special cases corresponding to the
Bernoulli and Apostol-Bernoulli polynomials.

2. FOURIER SERIES AND ANALYTIC CONTINUATION OF LERCH FUNCTIONS

2.1. The case a # 0: Lerch functions. For a fixed z € (0,1] and Re s < 0,
the series
e 627rika

L(a,s,x) kZ:O o) (2.1)
converges uniformly on compact subsets of 2 = {a : Ima > 0} and defines
an analytic function of the variable a € Q. Moreover, for fixed a € ,
by defining L(a,s,0) = > 2, % we get a continuous function f(x) =
L(a,s,z) on [0,1] satisfying f(0) = e*™@f(1). Let g(z) be the 1-periodic
function such that g(z) = €27 f(z) for x € [0,1]. Since g(0) = g(1),
g is a continuous and piecewise C' function that, by Dirichlet’s theorem,
is equal to the sum of its Fourier series. Moreover, the calculation of the
Fourier coefficients is immediate (see the reasoning in Section 1 and [11] for
additional details), and so we get

e27‘rznx

g(z) =T(1—5) 7% i = ° eR,

where R is the set of real numbers. Thus, for Ima > 0 and Res < 0, we
have

e?mnx

(2mi(n —a))l=s’

L(a,s,z) = e 2™ (1 — s) Z

neL

zel0,1.  (22)

The series in (2.2) provides the analytic continuation of the Lerch zeta
function.

Lemma 1. For fized x € [0,1] and Res < 0, the series
eQﬂ'i(n—a)x

MW =2 it~y

neZ
defines an analytic 1-periodic function in C\ {n+if:n € Z, 5 <0}.

Proof. The periodicity is clear. To make the general term in the sum an-
alytic, we must exclude the points a such that 2mi(n — a) € (—o0,0], that
is, a € [n —i0,n — ico0). Convergence is uniform on compact subsets of the
given domain, hence the sum is analytic. (]
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Setting A = €27 in (2.1), we obtain the Lerch transcendent

(N, s,z) = kZ:O Grar (2.3)

and (2.2) becomes, for |A| < 1 and Res < 0,
627rin:r,‘

(2min — log \)1=s’

(N, 5,2) =AT(1—s) )

neL

z € [0,1].
The analytic continuation of the Lerch transcendent follows in the same

manner by changing variables.

Lemma 2. For fized x € [0,1] and Re s < 0, the function

627rznm

JA) =A™ n%; (2min —log A\)1 =3

is analytic in C\ [1,400).

Proof. The map a — €?™® is an analytic isomorphism from U = {a : —1/2 <
Rea < 1/2}\ [-i0,—ic0) to V = C\ {(—00,0] U [1,400)}, with inverse
A= (log A)/(27i) (taking arguments in [—7, 7)). If we compose this inverse
function with the function A defined in Lemma 1, we obtain

F(A) = h(log(N)/(2mi)),

therefore f is analytic in V. Finally, observe that the singularities on (—o0, 0]
are avoided because the jumps in the logarithm are compensated by a shift
in the series (or equivalently because h is 1-periodic and analytic on Rea =
+1/2). O

We summarize the above facts in the following theorem.

Theorem 3. Fiz xz € [0,1] and Res < 0. Then:

(a) The Lerch zeta function, initially defined by (2.1) for Ima > 0, can be
analytically continued to all a € C\{n+if :n € Z, 5 < 0} via the
series

627rm;t

Lia,s,2) = e T(1=8) ) Gor— s

nez

(b) The Lerch transcendent function, initially defined by (2.3) for |\ < 1,
can be analytically continued to all X € C\ [1,00) via the series

(N, 5,2) =AT(1—s) )

nel

2.2. The case a = 0: the Hurwitz zeta function. Let Z* = Z \ {0}.
When a = 0, the function defined by (2.1) reduces to the Hurwitz zeta
function, denoted by

e2ﬂ'zn$

(2min —log A\)1=s~

1
)= 2

k=0
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For fixed = € (0, 1], the series converges and defines an analytic function on
Res > 1. It is straightforward to see that
oo ) eu(l—x)
— S§—
I'(s)((s,x) = /0 u eui_ldu7 Res > 1.
If we use the Laurent expansion
eu(l—x) 1 1
=—+ < — x) + gz (u), (2.4)

et —1 U 2

where g, (u) is analytic around u = 0 with g,(0) = 0, then we can write

0 u(l—x) 0 u(l—zx) —
/ us~1E du = / us~1E du + ! + 1/2-2
0 1

et —1 et —1 s—1 S
1 u(l—z) 1 1
_1( €
+/0 u® (eu_l—u—2+:1:>du, Res > 1.

Since the right-hand side is analytic on {Res > —1} \ {0, 1}, the Hurwitz
zeta function can be analytically continued to a meromorphic function on
{Res > —1} that satisfies

e 11
F(S)C(s,ﬂc)z/0 u ———5+a)du, —1<Res<0,z€(01].

e —1 wu
(2.5)
This equality, which is well-known in analytic number theory, is the key to
a simple and direct proof of Hurwitz’s formula.
In the following theorem we give an analytic continuation of the Hurwitz
zeta function to the half-plane Res < 0 by mean of series representation.
Here its proof does not depend on the contour integration.

Theorem 4. Let —1 < Res < 0. Then
627Tikx

keZ\{0}

Moreover, for each x € (0, 1], the Fourier series defines an analytic function
on Res < 0. Therefore (2.6) gives an analytic continuation of the Hurwitz
zeta function to Res < 0. By periodicity, we can define ((s,0) = ((s,1) and
then (2.6) is valid for x € [0,1] and Res < 0.

Proof. By uniqueness of the analytic continuation, we can assume that s
is a real number in (—1,0). To prove (2.6), it suffices to show that the
Fourier coefficients of both sides are equal. Using the reflection formula for
the Gamma function, we have ((s,z)/T'(1 — s) = {(s,z)I'(s) sin(ws)/m, and
thus it is enough to prove that

' —2mikx _ (5k ™
/0 P(s)C(s, )™ do = (o sy 27)

where 0 = 1 if k # 0 and §p = 0. From (2.5) and Fubini’s theorem (see (a)
below), the integral given in (2.7) can be expressed as

oo 1 u(l—x) 1 1 )
/ </ (e - — — =+ x) e~ 2mike d:n) w1 du.
0 0 et —1 u 2
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The inner integral is immediate: for k # 0,

1/ u(l—x) 1 1 ) 1
€ —2mikx u
_ - _ = dr = — =
/0 (e“—l u 2“3)‘3 T T Skmiu gt 2kmi

and for k£ = 0 it is equal to 0, so we only need to evaluate the integral

1 <
— - / - du.
2kmi Jo  u+ 2kmi

Since (see (b) below)

< w? ™
du = — s C\ (—o00,0 —-1,0
| St gt aeC\ (=0l s e (-1.0)

the proof is complete, save for the technical details which we now fill in.

(a) In the Laurent series (2.4), one has g, (u) = > 7o, Bk(l—w)%. It is easy
to see, for instance using the Fourier expansion of the Bernoulli polyno-
mials, that there exist positive real constants C, ¢ such that |g,(u)| < Cu
for all z € (0,1] and u € [0, c]. Therefore

00 1

U
s s—

§C’/Ouds+/c <e“—1+u+2)u du < 400, se€(—1,0).

This justifies the application of Fubini’s theorem in (2.7).

(b) One can show that [j* u“—jldu = B(s +1,—s) = —n/sin(ws), where

B(p, q) is Euler’s beta function, via real variable methods. If a > 0, by a
change of variable, [ u“—ja du = a®*B(s+1,—s) = —a®n/sin(ns); finally,
by analytic continuation, the same formula is true for a € C\ (—o0, 0].

O

eu(l—a:) 1 1

—1 u 27

’6727rik:r| d(L’) usfl du

With minor modifications, we can write Hurwitz’s formula as follows:
Corollary 5. For Res > 1 and z € [0, 1],
F(S) e2mikx ) e2mikz
1— — IS
C( 85 x) (27Ti)5 {Z ks te Z (_k)s
k>0 k<0
(recall that ((1 —s,0) :=((1 —s,1) =((1 —s)).

3. CONJUGATE AND FLAT SERIES OF FOURIER SERIES

We are considering throughout Fourier series on the interval [0, 1], that is
to say,

1
f@) = Y Fermne, fo = [ pwe 2
nez 0
The conjugate function of an integrable function f on [0, 1], extended to R
by 1-periodicity, is defined by

_ 1
f(x) =p. V./O f(t — x) cot(mt) dt;
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one verifies that this is a well-defined measurable function. If f € L3(]0,1))
then f € L?([0,1]) and
Fo) = 3 —isgn(n) fn)e2mine

nel

(with the convention that sgn(0) = 0), where the series converges in the L?
norm. In the cases in this paper we will have pointwise and even uniform
convergence.

The flat function f* of a function f € L?([0, 1]) is the function in L2([0, 1])
whose Fourier series is

@)~ 3 Fme,
n=0

Sometimes it is also useful to consider the projection on the negative coeffi-
cients, given by f — f°. The relations between flat and conjugate functions
are

p=sfO+5G+ih, T=-ier-f-fo). @

For this and other properties of conjugate functions, see [13].

We wish to analyze the conjugate and flat functions of series of the
type (1.2). We begin with the following lemma, whose proof consists of
a simple verification of relations between principal arguments.

Lemma 6. Let a,s be such that 0 < Rea < 1 and Res < 0. Then, for
n € NU {0}, we have

(2mi(n+a)) = = 2m) 7212 (n 4+ a)' 5, if n >0,
(=2mi(n —a))' ™% = 2m)' e U2 (n — )75, ifn > 1,
(2ri(n —a))' = = 2m) 22 (n — a)'0, if n > 1,
(=2mi(n +a)) ™ = 2m) e 2 (n+a)' 75, ifn >0

With these formulas we can separate negative and non-negative indices
as follows:

627rinz 2min —2minx

2 Gritn T ) ; Gritn ¥ )= T 2 Comin =)

nez n>0

= (271')8_16(8_1)% Z 762“7”: + (271')5_16_(5_1)2% Z 76—27“%‘ )
n>0 (n+a)i= = (n—a)l
Hence,
627rinx

2 (2ri(n + )=

nez

eQﬂ'mx emenx

s—1 s—1)iZ —(s—1)iZ

n>0 n>0
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Similarly,
Z e~ 2minz
= (2wi(n —a))l=s
ot [ Ey ey ) g
o (-t n>0 (n+a)t=

Having separated the series in this manner, the remaining sums are clearly
related to the series (1.2) defining F'(a,s,x), except the sums which are
extended only over non-negative integers. To get these half-sums from (1.2),
since that series converges uniformly for = € [0, 1] and fixed s with Res > 1,
we have

2mnx > 627rinz

(a,s, ) Z: nta) Fla,s,x) = Z —isgn(n)m>

n=—oo

where both series are also uniformly convergent. Now (3.2), (3.3) and The-
orem 3 allow us to express these functions in terms of the Lerch function L.

Theorem 7. Let a € {0 < 0 < 1} and Res < 0. Then, for z € [0,1], we
have

(a) 2°7°sin(ms)D(1 — 5)e?™ T F* (4,1 — s, )
= ™2 L(—a,s,2) + ™32 L(a, 5,1 — 2);
(b) 27 sin(ws)['(1 — 5)e*™ " F(a,1 — s, )

B QSin(ﬂs)ei”(%_g)L(—a, 8, ), if Ima > 0,
2 sin(ﬂs)ei”(_%+§+2a)L(a, s,1—x), ifIma <0;

(c) 27 Lsin(ws)(1 — s)e™ia® (iﬁ’(a, 1—s,2)+ a‘(”*l)

) 2cos(ms)e T3 L(—a, s, x) + 2ei”(7%+2“)L(a, s,1—x), iflma >0,
| 2¢"2 L(—a, s, x) + 2cos(ms)e™ 22 [(a, 5,1 — x), if Ima < 0.

Proof. Multiplying (3.2) by els—1ig (3.3) by e —(=1% and subtracting, we
get

2minx —2minT
1—s [ (s—1)i% € _—(s—1)iT e
(2m) <€ > @ri(n+a)i—=  © ’ % (2mi(n — a))l—s>

neZ
((s Vir (s—1)im Z e>mine
— e n _67 B ) 71_
= (n+a)t=s
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Now, the first part of Theorem 3 and an easy manipulation imply (a). Sim-
ilarly, from (3.2) and (3.3) we obtain

1 o e27rimv o 6727rin:1:
9 —s —is5 isZ
CURNCRRDY Cri(nta)— ¢ 2 (2mi(n — a))i—

nez neL

—2minx

= 2sin(ms) Z (ne—w'

n>0
Then,

e27rinz —2min

Lo

n<0 n>0
i —2minx .
e wi(s—1) Zn>0 7(27@1_3, if Ima > 0,
i(s—1 —2minx .
emi(s—1) >0 W, if Ima <0.

Observe that these calculations depend on a because, if w # 0 and s € C,

s_1 wS e~ if argw € (0, 7],
(_w) = 1 7wi(s—1 .
w* L™= if argw € (=, 0].

Now, we can appeal again to Theorem 3 to express the sum over negative
n in terms of L. Adding the expression (a) for the flat function, yields (b).
Finally, (a), (b) and (3.1) give (c). O

Note that Theorem 7 allows us to recover the flat and conjugate functions
in terms of the Lerch function only when sin(7s) # 0. In the remaining case,
we have the following result.

Corollary 8. Let s =1—k with k € N\ {1}. Then
(-D*L(—a,1 —k,z) = ™ L(a,1 — k,1 —x).

This is a well-known symmetry property of the Apostol-Bernoulli poly-
nomials (see (5.2) below to recall their definition); namely, with A = €27,
it says that By(1 —2;\) = (=1)*A71B(x; A~1). We analyze their conjugate
functions in Section 5.

The calculation of conjugate and flat series is easier in the following simple
result. This can be applied to Hurwitz’s formula.

Lemma 9. Let f € L?([0,1]) have a Fourier series of the type

Flw) = 30 Fer™e a3 fl-myermite,

k>0 k<0
where aw € C\ {£1} is a constant. Then

1 Q

)= f@) = =5 —a),

1—a?

() = TE 0 @)~ (-,
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Proof. Observe that
f1—2)= Z f(k‘)e_QMkm +a Z f(_k)e—%rikz

k>0 k<0
_ Z f(_k)GZﬂ'ikm +a Z f(k)e%rik::p.
k<0 k>0
Hence Fa) )
i _ _ — [ = _ ny 2mikx
. f1—x) (a a) Zf(k)e .
k>0
From this we obtain the formula for f’(z) and, by (3.1), for f(z). O

4. FUNCTIONAL EQUATIONS
4.1. The case a # 0.

Theorem 10 (Functional equation of the Lerch zeta function). Let 0 <
Rea <1, Res <0 and x € [0,1]. Then

L(—a,s,z) =T (1 —s)(2m)*!

% (eﬂ'i(gf%+2ax)L($7 1—s, CL) + eﬂi(f§+%+2x(a71))[/(1 —x,1—5,1— a)) .

(4.1)
Proof. In (3.2), write
—2minx ) —2minx
> (;_ al=s e (n _E 1—a)—s
n>0 n>0
then apply the first part of Theorem 3 to the left-hand side of (3.2), use the
definition of L itself on the right-hand side, and we are done. O

Remark 1. If we write (4.1) in terms of the Lerch transcendent function
®, that is, set A\ = e 2™ we obtain Lerch’s transformation formula, as
denoted in [4, Eq. (7), p. 29].

4.2. The case a = 0. When a = €™, Lemma 9 and Corollary 5 allow us
to express the flat and conjugate functions of the Hurwitz zeta function,
2mikx e27rikac

e ~
(2mik)®

CA-s52)=0(s)Y — C((1—s,2)=T(s) Y —isgn(k)

k>0 (QMI{:)S kez\{0}

in terms of ((1—s,x) and ((1—s,1—x). The result is given in the following
theorem.

Theorem 11. For Res > 1, s#n € Z and z € [0,1],
(a) (1—e¥)(1—s,2) =C(1—s,2) —e™C(1—s,1—x);

(b) sin(ws)((1 — s,x) = cos(ms)((1 — s,2) — (1 — 5,1 — x).

As a special case, we recover the functional equation of the Riemann zeta
function.

Corollary 12 (Riemann’s functional equation).

¢(s) = sin (g)r(l —5)257°7 ¢ (1 — s).
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Proof. With slight modifications and an application of the reflection formula
I'(s)I'(1 —s) = w/sin(ws), this is (a) of Theorem 11 for x = 0, since the left
side is equal to ((s)I'(s)/(2mi)*® by definition. O
Remark 2. Theorem 11 also holds when s = n + 1 with n € N. But in this

case the conjugate and flat functions are canceled and the formula expresses
the well-known symmetry property of the Bernoulli polynomials, B, (1—z) =

(=1)"By(x).

Remark 3. One also finds Hurwitz’s formula in the following classical form:

¢(1—s,2) = ?;Ej) (cosfzmsgz?&”ﬁﬂﬂingszsm%ﬂm:))

k>0 k>0
_ 2T(s) Z cos(2mkx — ws/2)
(2m)s = ks '

The corresponding conjugate formula in the same form is

~ _ 2I(s) TS sin(2rkz) . 7s cos(2mkx)
C(l—S,l’)—(Qﬂ_)s <COSQZII€S_SIDQZ]€5>
(4.2)

k>0 k>0
_2T0(s) sin(2rkx — ws/2)
(2m)s kz>0 ks '

5. CONJUGATE FUNCTIONS OF APOSTOL-BERNOULLI POLYNOMIALS

5.1. The case a # 0 and integer s: Apostol-Bernoulli polynomials.
The Apostol-Bernoulli polynomials are usually defined via the generating
function

det e = tk
9(z, A\ t) = Nl 1 ZBk(zW\)E' (5.1)
k=0

However, Apostol in [1] first introduced them via their relation to the Lerch
transcendent:
B’“(z’ N (5.2)
which generalizes the well-known formula for the values of the Hurwitz and
Riemann zeta functions at the negative integers in terms of Bernoulli poly-
nomials and numbers respectively. If |A\| < 1, we can use (2.3) to show that
B (z;A), as defined in terms of the Lerch transcendent, is indeed a poly-
nomial of degree k — 1 in the variable z, with coefficients that are rational
functions of A having a unique pole at A = 1. It is then trivial to extend the
definition of Bi(z;\) to all A € C\ {1}. In what follows, we shall exclude
the trivial case A = 0 and the case A = 1, corresponding to the Bernoulli
polynomials.

We have already proved by analytic continuation that, for A € C\[1, 400)
and k € N\ {1},

Br(z; ) = —A""K! Y

neL

dA1—k,2) = —

€2n7rw:

(2nmi — log Ak’

z € [0,1]. (5.3)

Again by analytic continuation, it is easy to see that the above equality is
true for A € C\ {1}. The Fourier series is also valid for k = 1 if we restrict
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to x € (0,1); this is a trivial case since By (z;A) = 1/(A — 1) and calculating
the Fourier coefficients of A*Bj(z; A) is straightforward. In the following, it
will be more convenient to change the parameter to A = e 2™ q # 0, and
write

k! - e2n7ri:c
(2ri)k © 2 (n+a)F

nez

Bi(z;\) = —

We can also deduce the generating function (5.1) of the Apostol-Bernoulli
polynomials using Fourier Analysis. It suffices to check that the functions
Ng(x, A\ t)and >, < A By (x; A) % have the same Fourier coefficients. Tak-
ing ¢ small enough to ensure the validity of exchanging sums and integrals,
one finds that the k-th Fourier coefficient of the first function is

t ! —2miax jxt 2mikx t
—_— e e e dm =
et—2mi(k+a) _ 1 /0 t— 271-1(]{ + a)

while for the second function, using the Fourier expansion of B, (x; ), we
find that it leads to the same expression:

i | n 0 n
“— (2mi(k + a))" n! =\ 2mi(k + a) t —2mi(k +a)’
as we claimed.

Let us now study the conjugate functions of the Apostol-Bernoulli poly-
nomials. For A = e~ 2™ k > 2 and z € [0,1], we denote

By(z;\) = _(27]:)k

62n7r7,x

627riax Z —1 Sgn(n) m

neL

(5.4)

In terms of conjugate functions, gk(a:;)\))\m is the conjugate function of
Bi(x; A)A*. Note also that for k = 1, Bi(z;)\) is well defined as an L?
function. We then find the following generating function for the family By.

Proposition 13. Let
1
E(z,w) =p.v. / eV cot(m(x — y)) dy.
0

The generating function of the conjugate functions gk(x, A) is given by

ig (1:)\)i S E(z,z — 2mia)
LR T der -1 ‘

Proof. We only need to compare the Fourier coefficients of > N By (x; /\)%IT
and the coefficients of the conjugate function of the 1-periodic function whose
restriction to [0, 1) is A®g(z, A, z) (see (5.1)). Since this conjugate function
is

1
Z (z—2mia)y o
e 1P v./0 e cot(m(x — y)) dy,

the conclusion is immediate. O
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Remark 4. Another way of writing the conjugate function above is given as

2 \e®? T 1
(/ e Y% cot(my) dy + Ae? / e Y% cot(my) dy>
)\ez -1 0 T

zAe’? v ~ Lo
= e Y cot(my)dy + (Ne* —1) [ e ¥ cot(my)dy |,
)\ez -1 0 T

where the integrals are principal values (the “bad” behavior near 0 is can-
celed by that near 1). This form of the formula is closer to the one used in [6,
§7], which deals with Bernoulli polynomials and their conjugate functions
(see also Proposition 14 below).

5.2. The case a = 0 and integer s: Bernoulli polynomials. The usual
way of defining the Bernoulli polynomials is by means of the generating

function
o
Z |z| < 2.
' b
= k:

Alternatively, as Apostol does for the Apostol-Bernoulli polynomials, they
may be defined via their relation to the Hurwitz zeta function:

((1—n,z)= —Bnrfx), n € N.

ZZ

When n € N\ {1}, (2.6) provides the Fourier expansion of B, (z) on [0, 1].
It is customary to separate the even and odd cases, leading to the formulas

2(—1)F1(2k)! S cos(2mn)

ng(fll') = (27T)2k n2k , keN, (55)
n=1
and
2(=1)F 12k + 1)! <X sin(2mnx
Boji1(z) = (=)™ ( ) > n(zk"‘l ), keN. (5.6)

2k+1
(27T) n=1

The series converge uniformly on [0,1]. In addition, (5.6) is valid for k = 0,
but restricting x to (0, 1).

The conjugate series of (5.5) and (5.6) were introduced in [6]. They are
given by

~ 2 k 1 2k > sin( 27mm
Bop(a) = 271 27T % Z k€N, (5.7)
n=1

and

§2k+1($) = -

2(—1)F 12k + 1)! i cos(2mnx) LeN. (5.8)

(27r)2k+1 n2k+1 7
n=1

Of course, these functions (which are 1-periodic) are not polynomials, not
even on the interval [0,1). Only B; has a nice closed form as follows:

Bim ==Y COS(Z””) - —% log(2sin(z)), z € (0,1).
n=1

By analogy with the Bernoulli numbers B; = B;(0), we define Ej = Ej (0),
j € N\ {1}, and call them the conjugate Bernoulli numbers. Their interest
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lies in their relation to the values of the Riemann zeta function at odd
positive integers:

~ k-1
Bakt1 = A 1227r)2<3f1+ O C(2k+1).

As in the case of the Apostol-Bernoulli polynomials, one can easily obtain
a generating function for these conjugate functions.

Proposition 14. For fized t with |t| < 2w,

a.e. ¢ € R.

$5 Bulo) p_ ¢
k! et —1 "~
k=1

Proof. As in Proposition 13, it is enough to compute the Fourier coefficients

of both sides, and this is straightforward using f(n) = —isgn(n)f(n). O

5.3. Some consequences derived from the Fourier series. We present
some results that are straightforward applications of Fourier analysis, but
can be more complicated without it. The following proposition and its
corollary have an immediate analogue for Apostol-Bernoulli polynomials,
although we shall state it for Bernoulli polynomials in order to maintain a
simpler notation and also to allow the reader to compare it with results in
the same vein in [6].

We shall denote by b;(z) the 1-periodic function on R that coincides with
Bj(z) on [0,1).

Proposition 15. Let f x g denote the 1-periodic convolution of f and g.
The following relations hold, provided the indices of the functions involved
are greater than or equal to 1:

~ 2k +25+1 ~ 2k +25+ 1\ =~
Boiojr1(x) = —< 2; )bzk*B2j+1($) = —( ij )BQk*b2j+1($)
and

~ 2k + 27 + 2\ ~ 2k +25+2 ~
Bogyaja2(z) = —< 213 )sz*b2j+2($) = ( ok —i ! >bzk+1*B2j+1($)-

Proof. Let vy, = % and Yop41 = % The Fourier

coefficients of B; and b; are 0 for k = 0 and

>~ 2k N _ V2k+1 sgn(n)

bok(n) = W7 bog+1(n) = W7
= . vywsen(n) = 0 Yokl
Bay(n) = W, Bogy1(n) = _W7

for k # 0. It then suffices to compare Fourier coefficients, recalling that
fxg(k) = f(k)g(k). =

A simple consequence of this, which also shows an alternative way of
expressing the convolution, is as follows:
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Corollary 16. Let j € N\ {1}. For x € [0,1], we have
7r

(—1)[j/2}*1§j(az) = /1 bj—1(x — t)log(2sin(nt)) dt
J 0

1
_ /0 B;_1(t) log (2] sin(r(z — 1)|) dt
= /x Bj_i(x —t)log(2sin(nt)) dt + /1 Bj_i(x —t+1)log(2sin(t)) dt.
0 T

The next application involves Md&bius inversion of Fourier series having
an arithmetically simple form, to which the general framework developed
in [3] can be applied in a straightforward manner. This includes the Fourier
series of the Bernoulli polynomials, studied in [8], and more generally, of
the Apostol-Bernoulli polynomials. For example, in [2] and [12], it is shown
that

e27rz'z _1)ke—27ri33

(
(2mi — log A\)k + (27i + log \)F

n=1

where u denotes the Mobius function, defined by (1) = 1, u(n) = (=1)* if
n € N\ {1} is the product of k distinct primes, and 0 otherwise.

The reader may check that the same procedure outlined in these references
can be used to obtain the conjugate version of the above formula, that is,
the Md&bius inverse of (5.4), written in terms of the parameter A\ = e =27,
The result is as follows.

Theorem 17. For k € N\ {1}, A€ C\ {0,1} and x € [0,1), we have

2mix _1\k,—2miz 0 {nx}/n _
€ . ( 1) € - :u(n) <)‘ Bk({nfﬂ},)\l/n)) )

(271 —log Ak (27 +log A)F nk k!

n=1

The Fourier series can also be used to deduce results about the asymptotic
behavior of the functions they represent. Namely, one can obtain asymp-
totic series with simple explicit bounds on the error term, and use them
to understand the growth of the functions and also certain limiting oscil-
latory phenomena brought to light by the Fourier expansions. We have
done this for the classical Bernoulli and Euler polynomials in [8], for the
Apostol-Bernoulli and Apostol-Euler polynomials in [10], and for the Lerch
transcendent in [11]. Clearly one will have analogous results for the conju-
gate functions in each case. Rather than state the results explicitly here,
we refer the reader to the aforementioned papers, since it is straightforward
to combine the method used there with the techniques and formulas given
here to obtain the corresponding asymptotic series if one so desires.
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